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Detection and Tracking Dynamic Objects with Event and Depth Sensing
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Abstract— The development of aerial autonomy has enabled
aerial robots to fly agilely in complex environments. However,
dodging fast-moving objects in flight remains a challenge,
limiting the further application of unmanned aerial vehicles
(UAVs). The bottleneck of solving this problem is the accurate
perception of rapid dynamic objects. Recently, event cameras
have shown great potential in solving this problem. This paper
presents a complete perception system including ego-motion
compensation, object detection, and trajectory prediction for
fast-moving dynamic objects with low latency and high preci-
sion. Firstly, we propose an accurate ego-motion compensation
algorithm by considering both rotational and translational
motion for more robust object detection. Then, for dynamic
object detection, an event camera-based efficient regression
algorithm is designed. Finally, we propose an optimization-
based approach that asynchronously fuses event and depth
cameras for trajectory prediction. Extensive real-world ex-
periments and benchmarks are performed to validate our
framework. Moreover, our code will be released to benefit
related researches.

I. INTRODUCTION

Thanks to recent progress in aerial autonomy, UAVs have
been able to fly agilely in complex environments such as
mine exploration. Drones are able to perceive unknown
environments and plan an exploration path autonomously.
However, perception in dynamic environments, especially
with high-speed objects, is still a challenging problem. For
example, drones have difficulty dodging a rock falling head-
on during the fast mine exploration.

For fast-moving object’s avoidance, it’s pivotal to track
them and predict their future trajectories in a short latency.
Normally, this latency is hundreds of milliseconds for most
perception methods: cameras need tens of milliseconds to
expose and suffer from motion blur; besides, algorithms need
a sequence of frames to predict a trajectory. However, for
objects with speed higher than 10 meters per second, such
long latency leaves drones no time to escape. In order to
reduce this latency, sensors with a higher temporal resolution
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Fig. 1.
our detection and tracking system. Please refer to our video submission for
more details.

A composed image of real-world dodging experiment to validate

are keenly demanded. Meanwhile, a real-time detection and
tracking algorithm is also indispensable.

To fill this research gap, we adopt the event cam-
era, an asynchronous motion-activated sensor providing a
microsecond-level temporal resolution, for solving this prob-
lem. In this work, a complete perception system integration
for this sensor is also designed. Firstly, we propose an ego-
motion compensation algorithm to alleviate the noise. Then,
for dynamic object detection, we develop a regression-based
approach to find the region of interest (ROI). Notably, this
approach is more robust and less computational demanding
compared to other clustering-based methods in [1].

Furthermore, a satisfactory solution should be capable of
tracking the object in the 2D camera space and estimating
its corresponding 3D trajectory [2]. To address the scale
ambiguity issue, we further incorporate a depth camera to
recover the scale of monocular sensing by joint optimization.
Afterward, combining event and depth observations, we
present an accurate trajectory estimator which significantly
increases the robustness and accuracy. Our algorithm suc-
cessfully balances the tight onboard computational budget
and trajectory accuracy.

We perform extensive quantitative and qualitative experi-
ments in high dynamic scenarios to validate our object de-
tection and trajectory estimation framework, which provide
a solid foundation for fast-moving object avoidance.

This paper highlights several features:

1) An advanced motion compensation method for event-
detection balancing efficiency and accuracy.
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Fig. 2. The overview of our detection and tracking system.

2) A 3D trajectory estimation approach that fuses event
and depth information asynchronously.
3) A complete system integration with open source !.

II. RELATED WORK

Due to its unique advantage of high temporal resolution
and no motion blur, the event camera has attracted many
researchers’ interest [3] [4]. The first problem to solve is how
to represent events. Existing event representation algorithms
can be divided into two main categories. One category is
classifying events of different objects into several clusters
[51 [6] [7] [8] [9]. This sort of method is intuitively built
on event mechanisms, but it is sensitive to noisy events.
It also neglects time information which is vital for event-
based detection. The other category is tracking features on
time surface frames [1] [10] [11] [12], which is a 2D map
only containing the latest event’s timestamp while ignoring
others triggered recently in each pixel. Specifically, some
researchers [1] [10] introduces a mean-time image represen-
tation contains the average timestamp of the events. This
mean-time image is less computational demanding than other
types, e.g., exponential time surfaces[13]. Furthermore, this
representation is more suitable for object detection tasks:
regions containing moving objects can be obtained by merely
thresholding the mean-time image. Therefore, our detection
method is based on it.

To remove background events generated by rotation and
translation, ego-motion compensation is necessary for mov-
ing object detection and tracking. Mitrokhin et al. [10] min-
imize error functions provided by spatial gradient of mean-
time image to fit a parametric motion model; Gallego et al.
[11] maximize a variance which represents local contrast, in
other words, sharpness, on the compensated image. Zhou et
al. [14] minimize an energy function. The optimization-based
method is accurate. However, one drawback of this method

I Our code and video can be found at https://github.com/
ZJU-FAST-Lab/FAST-Dynamic-Vision

is that its high computational cost introduces extra latency
in the perception system [1], which would lead to potential
failure in our object avoidance scene. Falanga et al. [1] use
IMU’s angular velocity average to perform rotational ego-
motion compensation. This method is less computationally
demanding so that it can be applied for onboard flights while
the accuracy is not guaranteed in forwarding flights. Based
on this method [1], we improve the motion compensation
approach by fusing depth and IMU data to implement both
rotational and translational ego-motion compensation. Our
method can enhance its accuracy and reliability without
sacrificing computational efficiency.

For object tracking and trajectory estimation, our frame-
work is inspired by the following studies. Su et al. [2] fit a
parabolic model to estimate the 3D trajectory of a flying ob-
ject from noisy 2D observation. This method requires plenty
of observations due to the lack of depth information, which
cannot meet the requirement for low-latency. Falanga et al.
[1] apply stereo event cameras for 3D position estimation.
However, this configuration does not guarantee accuracy and
robustness because the high level of noise causes uncertainty
in depth estimation. To obtain more accurate 3D trajectories,
we design a different configuration fusing event and depth
sensor onboard.

III. OVERVIEW
A. System Architecture

The pipeline of our framework is illustrated in Fig 2.
There are three procedures in this framework: ego-motion
compensation, object detection, and object trajectory esti-
mation. Firstly, we implement an advanced motion com-
pensation algorithm fusing IMU and depth data to filter
out background events generated by ego-motion, including
rotation and translation during flight. The mean-time image
can be generated by motion-compensated events. Each pixel
value of this mean-time image is the average timestamp of
corresponding events. Following the motion compensation

Manuscript 197 submitted to 2021 IEEE/RSJ International Conference
on Intelligent Robots and Systems (IROS). Received March 5, 2021.



CONFIDENTIAL. Limited circulation. For review only.

step, we detect and locate the region with the largest average
timestamp in the mean-time image. This region represents the
area with the fastest speed on the image plane. To obtain the
region’s bounding box, we introduce an iterative Gaussian
fitting algorithm for the object detection step. We also present
a moving region retrieval to guarantee the bounding box
we get is the most accurate one. Next, the moving object’s
location is tracked with Kalman Filter on the 2D plane, and
the object is segmented out on the depth map according
to the detection result. Then, we optimize the trajectory of
the object by minimizing reprojection residuals. Finally, to
validate our estimation, we design a scenario in which a UAV
autonomously detect and avoid objects flying towards it.
The rest of this paper is organized as follows: Section IV-A
presents our advanced ego-motion compensation algorithms.
Then we discuss object detection and tracking methods
used in this framework (Section IV-B). In Section IV-C,
we perform our 3D trajectory estimator fusing event stream
and depth information. Section V depicts our real flight
experiment and compares our performance with others.

B. Notation

Let C € R3 denote a set of events. We use symbols
(z,y,t) € C to denote an event triggered by an event camera.
The symbol z, y represents the event’s coordinate on the
image plane, ¢ denotes the timestamp of the event.

We represent §; ; as a set of motion-compensated events
(see IV-A) which are projected onto the same pixel (4, 7)

i ={{ v ¢t} {2y, 0 eCi=a",5=y}. (1)

Therefore, the event-count image pixel [10] can be denoted
as Z; ; where

Lij = sl 2

We also define the time-image as 7. Hence, pixel (3, j)
in the time-image represented as 7; ;, can be expressed as
the average timestamp of events triggered in this position, as
follows:

1
7;7j=72t:t6&,j. 3)
(2¥

We name the normalized time-image 7 as normalized
mean-time image N, which can be computed by the fol-
lowing equation [1]

Tij — i Tij
1,7)€
Nij max T;; — min T ; @)
(1,5)ET (6,5)ET

We use (W) as the world frame, (B) as the drone body
frame. Notably, we use (E) to represent the event cam-
era frame while (D) representing the depth camera frame.
Hence, we can represent the transformation WTe of the
event camera in the world frame as

W {WRE WtE} .
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Fig. 3. Working principle of our ego-motion compensation algorithm. Both
rotation and translation of the event camera are considered in * T to- Static
background (blue) is projected to the same pixel and has a relatively low
average timestamp. A moving object (red) cannot be compensated and has
a wide range of timestamps. So they can be distinguished in terms of their
different temporal distribution.

IV. FAST-MOVING OBJECT DETECTION AND TRACKING

A. Ego-motion Compensation

Events can be triggered either by moving objects or by the
ego-motion of the camera. In order to segment objects, events
generated by ego-motion (backgrounds) should be filtered
out first. In previous works [1][10] [15], algorithms for ego-
motion compensation are either computational demanding or
not accurate enough. To eliminate this problem, we present a
method considering computational efficiency, accuracy, and
robustness by fusing depth and IMU data to compensate for
rotational and translational ego-motion. The illustration of
this section can be inferred in Fig. 3.

This section will introduce our advanced ego-motion com-
pensation method in two steps: rotational and translational.
Before projection, we store some events into an event buffer
B,, in a small time window At = 25ms from timestamp t.
Then we utilize IMU data to compute the average angular
velocity @ and orientation matrix " R in the world frame
during At.

1) Rotational Compensation: We apply this compensation
step to eliminate events generated by the camera’s rotation
[1]. After getting the average angular velocity w, we apply
the Rodrigues’ Rotation Formula [16] to build the rotation
matrix R, from relative angle @(t — to) at timestamp ¢.
Instead of building this matrix at each timestamp ¢, we
update it every millisecond to decrease computational costs.
Then, we use this rotation matrix R, to apply a warp field
d(w, o) : (2,y,t) = (Trots Yrot, to) for every event on the
image plane. [10] [1]. This event warping process can be
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denoted as follows
C'=¢(C)
= ¢(z,y,t —to) (6)
= (Trot; Yrots t0),  V(z,y,t) € C,

with C” being the motion-compensated events in buffer By, .
After compensation, we project compensated events to a 2D
image plane by the event camera’s intrinsic matrix.

2) Translational Compensation: We apply this step to
eliminate noise generated by the camera’s translation.

Previous compensation methods [1] are limited by lacking
depth estimation. Without unreliable depth for each pixel,
they cannot compensate for ego-translation, which leads to
misdetection when drones are flying fast. We solve this
problem by leveraging an onboard depth camera.

We now project events on 2D camera plane (c¢) to 3D body
frame (b) by perspective projection model with homogeneous
coordinates [17]

1
dij
1

= KgeXEg, (N

where X g is the event’s position in the camera frame, (i, j)
represents event’s coordinate on the image plane, Kg is
the intrinsic matrix. We then project this point into world
frame by transform matrix "' Tz and apply this transitional
compensation by multiplying matrix T;_,, as re-project it
back to the camera frame,

w="T5 T, TeXg (®)

where X/, is event’s compensated position in the camera
frame.

This translational compensation matrix T;_;, is built from
the derivative of position over time ¢ — g

Tt*to = |:OIT v (tl tO):| 5 (9)
with v being the velocity using estimation from our odom-
etry. Due to computational cost, we update velocity v and
timestamp ¢ to build this matrix every millisecond.

Results of our advanced ego-motion compensation algo-
rithm can be seen in Fig. 7. After motion compensation, we
can filter out the background by simply thresholding on the
normalized mean-time graph N (see Equation 4)

B. Object Detection

1) Dynamic Obstacle Segmentation: After ego-motion
compensation, we propose a thresholding method to filter
out the background in normalized mean-time image N.
Instead of using a fixed threshold, we design an adaptive
one considering angular and linear velocity as 6(w,v) =
mean(N) + al|lw|| + b|[v]| + ¢, where w and v is the
magnitude of angular and linear velocity, a, b and c are
parameters. We use this threshold 6(w, v) to classify objects
and background. Let us define S to represent the image after
motion segmentation, which is formulated as:

S .= { M,j7 M,J > 9(w7U)
,] —

0, N, <0(w,v) (10)

Compared to the previous approach [1], our method can
preserve more information of the moving object to decrease
the possibility of missed detection.

2) Iterative Gaussian fitting: After dynamic obstacle seg-
mentation, the image is composed of moving objects and
background noise. Commonly, the patterns consist of the
moving object have a relatively high mean-timestamp. While
some pre-processes are still to be done to make the fitting
effects better. First, mean filter and morphological opera-
tions are used to eliminate salt-and-pepper noise. Next, an
element-wise square is ensued to enhance the image contrast
further. After all pre-processes above, the Algorithm 1 is
proposed to extract the moving object. Initially, S(C%, LP)
is the origin ROI, where C% = (z,y) denotes the center
point of ROI and LY = (w, h) denotes all initial side lengths.
In this work, C% = (z,y) is pointed as the pattern with
the highest mean-timestamp, w and h are distributed as 1/2
of the image width and height. After that, the optimal C%
and L* are computed through an iterative Gaussian fitting
process. Finally, the origin ROI S(C%,L°)is converged to
optimal, denoted as S(C%,L*).

Algorithm 1: Iterative Gaussian Fitting
Input: S(C%,L%), K € Z,,6c > 0,0, > 0
Output: S(C%p,L*)
begin

while £ < K do

S(Cp, L) ~ N (u, 0°);

Cpt s

LA+ 40,

Je + J(DEH, Tk,

if [|CE™ —Ch||<dc and

|LF+1 — L*| < 41, then
L break
k+k+1;

C% + Ck L* « L*;

return S(Ch,L*);

3) Moving Region Retrieval: Mostly, the contour of the
moving object can be extracted accurately and completely.
While in some cases, especially when the scale of the moving
object is too small on the image plane, the ROI can fail to
converge. Hence, we seek connected components to find the
region that is most likely to be the moving object in a fail-
converged ROI. After this operation, the moving object is
extracted accurately in the majority of cases.

C. Object Trajectory Estimation

As the moving objects are detected, a 3D trajectory can
be predicted. However, the two sensors’ sample frequency
is different, therefore synchronization can be challenging.
We are inspired by [2] and propose an optimization-based
trajectory estimation and prediction system fusing event and
depth observation without synchronous sampling.

An illustration of this section can be seen in Fig. 4.
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Fig. 4. The pipeline of our optimization-based trajectory estimator. The
pink ball and the cyan ball are the observation of event and depth separately.
We use the ROI in the previous detection step (green box) and project it
to the depth plane (red). Then we extract depth from the red area and
location from the green area. After extracting all information, the trajectory
is estimated by joint optimization.

This section introduces our entire system in three parts: (1)
2D object correspondence and tracking. (2) Object segmen-
tation in the depth plane (3) 3D trajectory estimator fusing
event and depth observation.

1) 2D Object Correspondence and Tracking: To estimate
the object trajectory from detection results, we need to know
which object the result corresponds to. When a new detection
comes up, the algorithm will judge the time discrepancy
and position deviation from the previous detection. After the
correspondence is determined, the object is tracked by an
Extended Kalman Filter (EKF) [18] with a linear constant
acceleration model on the 2D camera plane. The EKF
updates the object’s central position on the 2D image plane
to estimate its 3D position, velocity, and acceleration.

There are two reasons why we use this Extended Kalman
Filter. Firstly, due to the event camera’s limitation, the
appearance of objects on the event plane is not stable and
accurate, resulting in the noise of objects’ 2D positions under
event observation. EKF can filter this noise. Second, potential
misdetection may occur, and EKF can predict the object
position in this case.

2) Object Segmentation in the Depth Plane: A 3D tra-
jectory is required for motion planning, but the tracking
method only provides 2D position. Therefore, the perception
of object depth is essential. We solve this by Semi-tight
coupling depth segmentation. In other words, we use the
detection results of the event camera to assist depth camera
segmentation to decrease the computation and processing
latency. The principles of our whole process are described
below.

First of all, the depth map from the depth camera is
registered to the event camera according to the intrinsic and
extrinsic matrices of the event and depth cameras.

In practice, because the data frequency of depth and event
camera is not equal, object position after projection may have
a little bias. We scale the bounding box twice as the ROI area.

inarization
-

— =

Histogram
400 il
200
0 Distance 7.5

Fig. 5. The process of our object depth segmentation. The minimum
distance in histogram is the depth of the object due to the obstacle is the
forefront in most case. The mask is created by binarization for computing
the variance.

After previous steps, the approximate location of the object
has been determined. We assume that the most dangerous
obstacle is closest to us. So the object can be separated by
the nearest peak in the histogram of the depth map. The
process is shown as Fig. 5.

To improve the system robustness, we compute the mean
and variance of segmented depth pixels. If the variance is
too high, it might mean that these pixels belong to the
background, which should not be considered. Otherwise,
these pixels belong to the object, and we average the value
to represent the camera and the object’s distance.

3) 3D Trajectory Estimator Fusing Event and Depth:
Although the 2D position of the object and the depth have
been estimated separately, the event camera is faster than
the depth camera, so we can not associate the object depth
and the 2D position on the camera plane directly. Inspired
by [2], a 3D optimization-based trajectory estimator fusing
2D position and depth is proposed (see Fig. 4). The most
significant difference is that we fuse the depth residual
into the optimization framework. Before the start, two as-
sumptions should be stated. First, the drone has known the
earth’s gravity. Second, the object is in free fall, ignoring air
resistance. We describe the trajectory as Equation 11. Given
the initial 3D position p;, ,velocity vy,, gravity vector Vg
and the start time ¢y, we can predict the object 3D position
at any time ¢ expressed as p(t). From object correspondence,
the time ¢ty when the object first appeared can be measured.
We just need to obtain the initial 3D position p;, and velocity
vy, to represent the whole trajectory.

1
p(t) =W, 4+ (t —to) Vo, + =WVg(t — 1)

5 (1)

The p¢, and vy, are estimated through the nonlinear opti-
mization by minimizing the depth residual and reprojection
error of event observation. Due to depth residual, the number
of observations in the same period has increased so that the

Manuscript 197 submitted to 2021 IEEE/RSJ International Conference
on Intelligent Robots and Systems (IROS). Received March 5, 2021.



CONFIDENTIAL. Limited circulation. For review only.

convergence speed is faster and the robustness of the system
is improved significantly compared to the monocular method.

At time t;, we detect and track the object in the event
camera and the predicted object’s position in camera frame
can be written as Equation 12. ¥p, means position of object
in camera frame at time ¢g. WREt and "t E, respectively
represent the rotation matrix and translation vector from
world to event camera. u; and v; are the object position on
event camera plane from 2D tracking. The residual rg can
be written as Equation 12 and 13. Meanwhile, in Equation
13, we assume the camera model is pinhole, but this model
can be changed according to the actual lens.

.'Etk
Ppe, = v | =" Ra, (p(tr) —Vtg, ),  (12)
Ztk
2y
e (13)
e

Similarly, the depth residual rp is expressed as Equation
14 and 15 with the rotation WRDM and translation "'t Dy,
from world frame to depth camera frame at time ¢;. d, is the
depth from depth camera observation at time ¢;. It should be
indicated that the rr and rp are independent and various.

T,
P = |y | =" Re,, (p(t:) = Vtr,), (14
Zti
D = Zti, - dtj,? (15)
min §:|\7“E||2+§:||7”D|\2 (16)
Wpe 07 Vtg k=0

Then this problem can formulate nonlinear optimization
problem as Equation 16 to obtain the trajectory parameter
(Wi, vy, ). For better robustness, we use the Huber loss.

V. EXPERIMENT AND EVALUATION
A. Implementation Details

We present our real-world experiment (see section V-D) on
a modified flight platform, carrying an iniVation DVXplorer
dynamic vision sensor and an Intel Realsense D435i depth

DJI Manifold2-C
Intel Realsense
D435i

DJI Frame
Wheel F450
CUAV Nora
Autopilot Filght
Controller
iniVation
DVXplorer

Fig. 6. Overview of our UAV system

camera. A DJI Manifold2-C computer running Ubuntu 16.04
is mounted in our UAV for computational supports. We use
a CUAV Nora Autopilot Flight Controller running the PX4
flight stack. To alleviate disturbance from the motion capture
system’s infrared light on the dynamic vision sensor, we
add an infrared filter on the lens surface of the DVXplorer
camera. The overall weight (including LiPo battery and
propellers) is 1.99 kg, with dimensions being 570 x 570 x 270
mm. An overview of our flight platform can be seen in Fig.
6.

B. Evaluation of Ego-motion Compensation

To demonstrate the robustness of our method, we put our
system into high dynamic scenarios, where the UAV flies
at a speed of over 5 m/s. Three algorithms are applied in
two scenes, one with no moving object and another has an
object that moves over 10 m/s (see TABLE I). To ensure
efficiency and accuracy, we hope the process has lower time
consumption. Moreover, the contrast between the moving
object and the background is deemed to be as high as
possible, which is critical for detection algorithms. We call
this the Relative Contrast. To derive this, we define the
manually marked bounding box of the moving object in a
motion-compensated image as M (marked as green in Fig.
7(a) on the RGB frame). We depict the rest part of the image
as B. Then, relative contrast 7 is defined as:

max M;; — max B;;

_ (G)em (i,)eB a7
max M, ;
(i,5)eM

Notice, since the sensors are imperfect, noise is intro-
duced. It is meaningless to compute the relative contrast on
an image that has much noise because noise often has the
timestamp from oldest to newest, so they are more likely
to be selected for computation of relative contrast instead
of the moving object or background. Therefore, we apply
unified denoising for images after ego-motion compensation
by all three methods before computing the relative contrast.
Besides, the relative contrast can only be computed in Scene
2 because scene 1 does not have moving objects.

Usually, these indicators cannot be met at the same
time, so the trade-off between performance and efficiency
is indispensable. In this work, we sacrifice a little efficiency
under the promise of real-time. Table I lies the results of the
comparison of our method against [1] and [10]. The table
indicates that our method largely outperforms [10] while
lower than [1] in several million-seconds. At the same time,
the mean value and variance of our output image are closer to
the optimization-based method [10] than [1]’s. Moreover, our
method has the highest contrast between the moving object
and the background, which provides convenience for object
detection.

C. Evaluation of Trajectory Estimation

To validate the accuracy of estimated trajectories, we
compare our fusing method with the monocular method[2]
in the same scenarios. Our ground truth is provided by a
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TABLE I
COMPARISON OF EGO-MOTION COMPENSATION ALGORITHMS

Time (ms) Relative
Experiment Algorithm e (ms Contrast (%) Real-time  Dynamic-flight
min avg max min avg  max
BetterFlow [10] 11732 10620.4 32461.9 - - - No Yes
Scene 1 Falanga [1] 2.7 7.1 20.6 - - - Yes No
ours 4.1 129 224 - - - Yes Yes
BetterFlow [10] 554.2 16587.6  110559.0 17.7 27.8 36.1 No Yes
Scene 2 Falanga [1] 14 4.6 16.4 -1.2 1.7 3.9 Yes No
ours 4.3 8.9 20.7 224 329 514 Yes Yes
. . . . TABLE II
Vicon motion capture system. We perform two estimation
. . . . . COMPARISON OF TRAJECTORY ESTIMATION METHOD
algorithms in two different scenarios, one with the drone
flying fast forward and the other with the drone swinging Experiment ~ Method APE (m)
forward. The drone flies at 2 m/s, and a ball is thrown Mean ~ Min  Max  RMSE
at about 12 m/s from one side to another in both scenes. Mono[2] 0.725 0.152 1218 0.784
: e Fast Forward " 0.194 0169 0285 0.201
The modules of detection and data association are fully usion - : - -
consistent. Due to the fast motion of the ball, there are seven Swin Mono[2] 0.956 0.345 0.957 0.717
g Fusion 0.424 0.248 0.562 0.436

detections on the event camera and three segmentations of
the depth map in 0.18 seconds in the forward scenario. The
swinging scenario lasts for 0.16 seconds with six detections
on event and three on depth.

Fig. 8 shows a comparison of fusing two cameras versus
a monocular event camera which is configured as [2]. Fig.
8 states that the result of fusing two sensors is significantly
superior to only monocular event intuitively. In both sce-
narios, the trajectories estimated by the monocular method
are opposite in the x-direction. It is mainly due to fewer
detection times and lack of depth truth. We compute the
APE(Absolute Pose Error) of the estimated trajectory with
the reference. The detailed result is shown in TABLE II. This
comparison demonstrates that the accuracy of our method is

(b) BetterFlow[10]

(e) origin (f) BetterFlow[10] after denoising

Fig. 7.

much higher in these fast scenarios.

D. Real-world Experiment

We present several throwing-ball experiments with on-
board sensors both indoor and outdoor, with larger and
smaller balls, bright (240 ~ 1100 lux) and dim (8 ~ 10
lux), swinging and moving environments. The main goal of
these experiments is to validate our detection, tracking, and
3D trajectory estimation system onboard highlighted in the
dynamic object avoidance scene.

One experiment is to throw a ball of unknown size at a

(d) ours

(g) Falanga[1] after denoising (h) ours after denoising

Comparison of our ego-motion compensation method with [10] and [1] (Section IV-A). Fig. 7(a) is RGB image, which contains a flying ball

(green) and two colorful banners; 7(e) is the original mean-time graph 77 7(b) is the mean-time graph 7 generated by [10], 7(c) is the performance using
algorithm from [1]; 7(d) is our ego-motion method fusing IMU and depth data to compensate rotational and translational motion. 7(f) 7(g) 7(h) are all

three compensated images after unified denosing.
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Fig. 8. The estimated trajectories of our fusing method with the monocular method in [2]. The dotted line is the ball position obtained by motion capture,

the green line is the method in [2] and the blue line is our fusing method.

hovering UAV, which would move upward after detecting the
ball to avoid the collision. A ball with a diameter of 21cm
was thrown at a distance ranging from 8 to 10 meters at
speeds from 7.0 to 12.0 m/s like Fig. 1. In this experiment,
background events are triggered by in-situ vibration and
rotation. We did this experiment in several scenes to evaluate
the performance under different ambient illumination levels.

Another experiment is to dodge a throwing ball while the
UAV is flying forward. The ball was thrown at the same
position and speed compared to the last experiment. Different
from that one, plenty of background events were triggered
by the UAV’s translational motion, making the moving ball
harder to detect. Eventually, our system successfully tackles
this challenge with remarkable performance (please refer to
our attached video).

VI. CONCLUSION

In this paper, we present a novel perception system for
solving dynamic object avoidance problems. It achieves a
computational-friendly while accurate motion compensation
for event-based object detection. It also presents a robust 3D
trajectory estimator leveraging both event and depth data.
The system has been tested in real-world experiments to
prove its advantages.

Nevertheless, there is still room for improvement in some
aspects. Integrating avoidance algorithm based on motion
planning with our perception system is one of the most
promising improvements. In this way, a carefully generated
trajectory such as [19] [20] could consider static and dynamic
scenes, avoiding performance and flight smoothness.
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